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Article Info ABSTRACT (10 PT)

The gap between rich visual inspiration and the challenge of
creative articulation (writer’s block) remains a major obstacle in
the writing process. This study aims to bridge this gap by
designing a two-stage artificial intelligence system based on
deep learning to provide automated narrative stimuli. The
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1. INTRODUCTION

In the world of writing, visual inspiration derived from images can trigger the imagination to
create interesting works [1], [2], [3]. Although the development of artificial intelligence technology has
brought significant changes to the creative process, the phenomenon of writer's block or deadlock of
ideas is still a common problem that hinders writer's productivity [4], [5], [6], [7]. A study by S] Ahmed
confirmed through a survey of 146 writers that writer's block is a valid and measurable problem that is
often triggered by uncertainty in starting or developing a story line [8]. The gap between the rich visual
perception of story potential and the difficulty in pouring it into narrative text is a fundamental
challenge, so a new approach is needed that can function as a stimulus to overcome initial obstacles in
the writing process [9].

Various previous studies have explored the realm of image-to-text transformation and story
generation. For example, one study developed a model to generate story endings based on image
guidance [10]. Another study focused on the generation of controlled, image-grounded, stylized stories
[11]. A similar approach has also been taken by applying deep learning directly to image -based
storytelling [12]. The flexibility of this technology is also seen in its application in other domains, where
the integration of ViT, Faster R-CNN, and GPT-2 was used to analyze medical brain images and
automatically generate textual reports [13]. Meanwhile, another study focused on the aspect of narrative
structure by developing a model capable of generating explainable plots to support the story generation
process [14].

While these studies have shown significant progress, most tend to be limited to narrow
applications or have not optimized specific architecture combinations for creative inspiration. This
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research fills this gap by proposing a pipeline that specifically integrates Convolutional Neural Networks
(CNNs) for visual object detection [15] with Generative Pre-trained Transformer 2 (GPT-2) fine -tuned
to produce poetic-style narratives, rather than literal descriptions [16]. The main contribution of this
research lies in designing a conceptual “bridge” that transforms the structured output of an object
detector into context-rich prompts to trigger the imagination of a language model [17]. Therefore, this
study aims to (1) develop a program that implements CNN and GPT-2 techniques to generate narrative
text from images, and (2) test the level of accuracy of the generated narrative text in representing the
contents of the image.

2. METHOD

This research uses a quantitative approach by adopting a modification of the CRISP-DM (Cross-
Industry Standard Process for Data Mining) methodology, a standard framework in machine learning
projects [18]. The system architecture consists of two main algorithms, namely Convolutional Neural
Network (CNN), which is a deep learning architecture for processing image data [19], and Generative
Pre-trained Transformer 2 (GPT-2), a language model based on the Transformer architecture for text
generation [20]. The methodology consists of six main stages.

Figure 1. CRISP-DM Diagram [21]

2.1.Business Understanding

This initial phase focused on identifying the fundamental problem to be solved: writer's block, a
phenomenon that prevents writers from transforming visual inspiration into narrative. Literature
studies, including research by S] Ahmed, confirmed that idea block is a real challenge often triggered by
the difficulty of starting from a blank page (blank page syndrome). In response, the solution designed is
a two-stage artificial intelligence system that aims to provide poetic narrative stimuli, rather than literal
descriptions. The proposed system architecture consists of a Vision Module using a Convolutional Neural
Network (CNN) to detect objects as keywords, and a Language Module using a fine-tuned Generative
Pre-trained Transformer (GPT-2) to accept those keywords as prompts and generate narrative text.
2.2.Data Understanding

At this stage, two types of datasets were collected and explored. The first is an image dataset,
consisting of 4,362 images of natural scenery collected from the Unsplash platform. This dataset focuses
on seven classes of natural objects: mountains, rivers, trees, lakes, skies, seas, and rocks. The second is a
text dataset, a custom corpus of 1,660 input-output data pairs built for the GPT-2 fine-tuning process.
This dataset was created by combining drafts from generative Al with manual curation and rewriting to
ensure the narrative quality is poetic and in line with the desired style.
2.3.Data Preparation

Image data was prepared through manual annotation using Roboflow to assign class labels and
bounding boxes, resulting in a total of 18,726 annotations. The images were then processed by resizing
them to 224x224 pixels, normalizing their values, and padding them to standardize the number of
objects per image to seven. For text data, the preparation process included formatting into a prompt-
completion structure and tokenization using the standard GPT-2 tokenizer. The length of each text was
standardized to 512 tokens through truncation and padding processes. Finally, both datasets (image and
text) were divided into 80% training data and 20% validation data for model training and evaluation
purposes.
2.4.Modeling

Two main models were built and trained separately. The CNN model was designed as a custom
architecture from scratch, consisting of three convolutional blocks for feature extraction and a head for
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bounding box prediction and class classification. The model was compiled using the Adam optimizer and
trained with callbacks such as EarlyStopping and ReduceLROnPlateau to prevent overfitting . The text
generation model uses the pre-trained cahya/gpt2-small-indonesian-522M architecture. The model was
then fine -tuned on a custom narrative dataset for 10 epochs using the AdamW optimizer. This process
aimed to refine the model's capabilities to generate text with a consistent poetic style.
2.5.Evaluation

Following the modeling process, a performance evaluation will be conducted to measure the
effectiveness of each model. The performance of the CNN model will be quantitatively evaluated on
classification and detection tasks. Metrics used include Accuracy, Precision, Recall, F1-Score, and in-
depth analysis using a Confusion Matrix. For the GPT-2 model, the quality of the generated narrative text
will be evaluated using a dual approach. An automated evaluation will be conducted using the
BERTScore metric to measure semantic similarity. Additionally, a qualitative manual evaluation will be
conducted to assess aspects such as narrative coherence, relevance, and creativity.
2.6.Deployment

As a final step, the trained and evaluated models were integrated into a functional web-based
application prototype. The application was built using the Gradio library, chosen for its ability to quickly
build interactive user interfaces (Uls) for machine learning models. The application's functionality
allows users to upload an image, which is then processed by an end-to-end inference pipeline. The
system displays two types of output simultaneously: the original image with a bounding box overlay
from CNN detection, and a text box containing a short, relevant narrative generated by GPT-2. This
implementation successfully demonstrates the system's functionality in directly transforming ideas
from visual to text.

3. RESULT AND DISCUSSION

This section discusses the results obtained from each stage of the methodology used in the
study. Each step, from data understanding to final analysis, is explained in detail to provide a
comprehensive overview of the performance of the developed system. Data understanding began with
the analysis of 4,362 natural landscape images and 1,660 narrative text data pairs. A crucial image data
preparation process was manual annotation using the Roboflow platform, where each image was
assigned a class label and a precise bounding box. This process resulted in a total of 18,726 labeled
objects distributed among seven main classes. The distribution of annotations for each class was kept
balanced to avoid bias during training, as presented in Table 1.

Table 1. Distribution of Object Annotations in the Dataset

Class Number of Annotations
Tree 2,791
Mountain 2,741
Sky 2,787
River 2,539
Rock 2,565
Lake 2,536
Sea 2,767

After annotation, all images were resized to a uniform resolution of 224x224 pixels and
normalized. The final preparation step was to divide the dataset proportionally into 80% training data
(3,488 samples) and 20% validation data (872 samples) to ensure objective model evaluation.
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Figure 2. Example of Image Annotation Results on the Roboflow Platform

3.1. Model Architecture and Training

The Object Detection Network (CNN) model has three main convolutional blocks for feature
extraction and a head that produces two outputs: bounding box prediction and object class classification.
The model is compiled using the Adam optimizer with Mean Squared Error (MSE) loss functions for
bounding boxes and Categorical Crossentropy for classification. Training is tightly controlled using
callbacks such as EarlyStopping to prevent overfitting.

Table 2. Summary of CNN Model Architecture

Layer (type) Qutput Shape Param#

Input Layer (None, 224, 224, 3) 0

3x Convolution Block (None, 28, 28, 256) -

GlobalAveragePooling2D (None, 256) 0
(None, 5, 4) & -

Output Head (bbox & class) (None, 5, 8)

Total Parameters 2,565

For text generation, a pre-trained cahya/gpt2-small-indonesian-522M model adapted through
fine-tuning on a custom narrative dataset was used. Training was run for 10 epochs using the AdamW
optimizer to specialize the model for generating poetic-style narratives.

3. 2. Model Performance Evaluation Results

The evaluation showed contrasting performance between the two models and their tasks. The
training curve for the CNN model (Figure 3) shows a healthy learning process without significant
overfitting, with the loss on both the training and validation data decreasing and reaching convergence.

Figure 3. Loss Metric Performance Curve During CNN Model Training

Quantitatively, the CNN model achieved a peak classification accuracy of 61.96%. However, it
demonstrated very high reliability in object localization, as evidenced by its very low Bounding Box Loss
(MSE) value of 0.0582. Confusion Matrix analysis (Figure 4) revealed that this limited classification
performance was not caused by model issues, but rather by high visual ambiguity between classes in the
dataset, such as significant confusion between the class 'lake' and 'mountain’ (180 misclassification
cases) and 'rock’ and 'river' (119 misclassification cases).
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Figure 4. Confusion Matrix for CNN Model Classification Performance

On the other hand, the fine -tuned GPT-2 module was able to generate semantically relevant
narratives, with the highest BERTScore F1 score reaching 0.6455. This result indicates that the model
successfully captured the meaningful elements of the given prompt and structured them into a coherent
sentence.

The following are the results of a comparison of the results of GPT-2 text generation with
human-generated text taken from Umar Kayam's short story entitled "A Thousand Fireflies in
Manhattan" which can be seen in Table 3.

Table 3. Comparison of GPT-2 Text Generation Results with References

No GPT-2 References BERTS
Generated (Literary core
Description Citations) (F1)

"A knotty pair of
tree leaves grips

"He looked down
and a jungle of

the rock surface on  skyscrapers was

the riverbank..." sleeping  beneath
him..."
"Nurse log is a "Marno started

promise of the lighting a cigarette
infinite beauty of and then went to
2 the forest..." stand by the
window. The sky
was  clear that

night..."

The key finding of this study is that the overall system performance is heavily influenced by the
CNN module in the early stages. While the GPT-2 module can generate high-quality narratives, the
relevance and richness of those stories directly depend on the accuracy of the object lists received from
the CNN. With a classification accuracy of 61.96%, the generated prompts are often not entirely accurate,
making the CNN module a critical bottleneck. This approach, which integrates vision and language
models, aligns with previous research that has also successfully transformed image descriptions into
visual storytelling [17], but highlights the importance of accuracy in the visual perception module.

This accuracy limitation does not stem from overfitting, but rather from a fundamental
challenge in the natural scene dataset itself, namely the high visual ambiguity between classes. This
challenge is a common problem in object detection in uncontrolled environments, which has driven the
development of more sophisticated architectures such as the YOLO detection model [22]. Therefore, for
future development, it is highly recommended to use transfer learning techniques with a more robust
backbone. This approach is supported by trends in the literature, where models such as ViT and Faster
R-CNN have proven effective for complex visual analysis tasks [13]. Ultimately, the system implemented
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in the Gradio interface (Figure 5) successfully proves its end-to-end functionality as a creativity-inducing
tool.

Deteksi Objek + Cerita Deskriptif Otomatis

B P P

Figure 5. Prototype Application Interface Display
4. CONCLUSION

This research successfully implemented a functional end-to-end system for transforming
images into narrative text by integrating a Convolutional Neural Network (CNN) and a Generative Pre-
trained Transformer (GPT-2). Key findings indicate that although the system was successfully
implemented, its effectiveness was largely determined by the performance of the CNN module in the
initial stage. With a peak classification accuracy of 61.96%, the CNN module proved to be a critical
bottleneck for the entire system. This limitation was not caused by overfitting, but rather by the
fundamental challenge of high visual ambiguity between natural object classes in the dataset used. The
main contribution of this research is the design of a conceptual "bridge" that transforms the structured
output of the object detector into poetic and interpretive narrative stimuli, rather than mere literal
descriptions. Consequently, this system offers an applicable solution as a creativity aid that can be a
catalyst for ideas for educators, content creators, or writers facing the challenge of writer's block.

This research demonstrates that the integration of vision and language technologies can be
extended from descriptive tasks to aesthetically inspiring tools. Based on the findings and limitations,
further research can be directed at several areas. First, implementing transfer learning techniques using
pre-trained backbones (such as EfficientNet or ResNet) is highly recommended to significantly improve
object detection accuracy. Second, to address visual ambiguity, targeted data collection specifically
targeting classes that frequently cause confusion is necessary. Finally, experiments with larger or more
sophisticated language models can be explored to increase the complexity and creativity of the
generated narratives.
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