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Abstract— Often sermons are considered uninteresting 

because the theme is not varied and repetitive. Although the 

theme is the same with different delivery can be a variation. 

The use of Natural Language Processing technology can be 

used to develop an automatic paraphrasing system in 

Indonesian that can help create variations in sermon 

manuscripts. This study focuses on the application of the 

IndoT5 (Text-to-Text Transfer Transformer) algorithm to 

build an automatic paraphrasing system in Indonesian. This 

system is evaluated using BLEU, ROUGE, and METEOR 

metrics to measure the similarity between the paraphrased 

text produced by the model and the desired target text. The 

evaluation results show a BLEU value of 0.28, ROUGE-1 of 

0.59, ROUGE-2 of 0.40, ROUGE-L of 0.55, and METEOR 

of 0.50. This shows that the model is able to produce 

paraphrases with a moderate level of similarity and maintains 

fairly good semantic meaning. This model is also able to 

produce good variations in sermon manuscripts.     

Keywords- IndoT5, Paraphrase, Sermon Manuscript, Text-

to-Text Transfer Transformer.  

I. INTRODUCTION 

Language is a dynamic and complex means of 

communication, playing an important role in supporting 

human interaction in various fields. In the digital era, natural 

language processing (NLP) has become a core element of 

various technological applications, such as machine 

translation, question-and-answer systems, text 

summarization, and virtual assistants [1]. One of the 

fundamental aspects of NLP is the ability to paraphrase, 

which is the process of rephrasing a text using different words 

and structures without changing the original meaning [2]. 

Automatic paraphrasing technology has a significant role in 

supporting text simplification, increasing content creativity, 

and large-scale data management [3], especially in an era 

where accessibility of information is increasingly becoming 

a priority. 

Indonesian, as one of the languages with the largest 

number of speakers in the world, has more than 275 million 

speakers spread across various regions [4], and have unique 

and complex linguistic characteristics. Different grammatical 

structures, rich vocabulary, and dialect variations present 

significant challenges in the development of NLP technology 
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[5]. These challenges include the limited availability of high-

quality datasets, the complexity of language structures, and 

the need for large computational resources [6]. 

Based on a survey conducted by the Indonesian Internet 

Service Providers Association (APJII), the internet 

penetration rate in Indonesia reached 79.05% in early 2024 

[7], which reflects the increasing need for local language-

based technology to support content digitalization and 

facilitate technology accessibility. Therefore, innovative 

solutions are needed that not only improve accuracy and 

efficiency but are also able to handle the linguistic challenges 

of the Indonesian language specifically [8]. 

In recent years, the development of Transformer 

algorithm-based models has shown outstanding performance 

in various NLP tasks, such as Bidirectional Encoder 

Representations from Transformers (BERT) and Generative 

Pre-trained Transformers (GPT) [9] [10], which has 

dominated NLP research with its outstanding performance in 

understanding linguistic context and generating text [11]. 

One of the latest development innovations is the T5 (Text-to-

Text Transfer Transformer) [12], a model designed to handle 

a variety of text-based tasks in a uniform manner [13]. For the 

Indonesian context, IndoT5, an adaptation of the T5 model, 

is presented as a potential solution that utilizes transfer 

learning on multilingual datasets [14].  

However, research that focuses on the development and 

evaluation of the IndoT5 model for the task of automatic 

paraphrasing in Indonesian is still limited. There has been no 

comprehensive study evaluating the ability of this model to 

produce paraphrases that are accurate, coherent, and maintain 

the original meaning. This raises a critical question: how can 

IndoT5-based models be effectively adapted to meet the 

needs of automatic paraphrasing in Indonesian. 

This study aims to develop an automatic paraphrasing 

system based on IndoT5 for Indonesians. The main focus is 

to evaluate the performance of the model in producing 

accurate, coherent paraphrases while maintaining the original 

meaning. This study uses automatic metrics such as BLEU, 

ROUGE, and METEOR as well as subjective evaluation to 

ensure the quality of the paraphrases produced [15]. In 

addition, this study also explores solutions to overcome 

challenges in developing automatic paraphrasing systems, 

such as dataset limitations and grammar complexity. The 

scope of this study includes evaluating the performance of 

IndoT5 on automatic paraphrasing tasks for Indonesians 

using existing datasets, without extensively developing new 

datasets. 

With the implementation of an automatic paraphrasing 

system based on IndoT5, this study is expected to provide 

significant contributions to the development of NLP 

technology for the Indonesian language, especially for 

variations of sermon scripts. Friday sermons have an 

important role in providing spiritual, moral, and intellectual 

guidance for Muslims. Therefore, the quality of sermon 

scripts must always be considered to ensure that the message 

delivered is relevant, meaningful, and able to answer the 

challenges of the times. However, the use of monotonous and 

less varied sermon scripts can reduce the appeal and 

effectiveness of the message to be conveyed. Variations in 

sermon scripts are important to maintain the diversity of 

themes, increase creativity in delivery, and ensure that 

religious messages can be well received by various levels of 

the congregation who have different backgrounds, education, 

and needs [16]. With the support of technology such as 

automatic paraphrasing based on IndoT5, developing 

variations of sermon scripts becomes easier and more 

efficient. This technology is able to produce variations of 

texts that maintain the original meaning but with a fresher and 

more relevant language style. This not only helps preachers 

in composing more interesting and contextual scripts but also 

supports the spread of inclusive and adaptive Islamic 

messages in the digital era. For example, sermon scripts that 

discuss universal themes such as social justice, education, and 

the environment can be developed in various delivery styles, 

so that they are relevant to audiences in both urban and rural 

areas [17], [18], [19]. The results of this study not only 

support academic needs, but also have practical impacts, such 

as text simplification, digital content management, and 

increasing the accessibility of language-based technology. 

Furthermore, this study is expected to enrich the multilingual 

NLP research ecosystem globally and provide strategic 

insights for the development of local language-based 

technology.  

II. RELATED WORKS 

Several studies have been conducted in the application of 

the Text-to-Text Transfer Transformer (T5) model to various 

natural language processing (NLP) tasks, including text 

summarization, key phrase labeling, and automatic text 

generation. This review discusses research relevant to the 

development of an automatic paraphrasing system in 

Indonesian. 

Research by I Nyoman Purnama et al. (2023) [20] 

explores the application of the T5 model for summarizing 

Indonesian language news documents. The researchers tested 

three preprocessing scenarios, including stemming and 

stopwords removal. The best results were obtained by 

applying stemming without stopwords removal, which 

resulted in a ROUGE-1 evaluation value of 0.17568. This 

study shows that proper preprocessing can improve the 

performance of the T5 model in understanding and 

summarizing Indonesian language texts. 

Another study by Qurrota A'yuna Itsnaini et al. (2023) 

[21] using a pre-trained T5 model for the abstractive task of 

summarizing text in Indonesian. The evaluation was 

conducted using the ROUGE metric with an Indonesian news 

dataset. The best results obtained were a ROUGE-1 value of 

0.68, ROUGE-2 of 0.61, and ROUGE-L of 0.65. Although 

these results are quite good, this study found several 

weaknesses in text abstraction, mainly due to the limitations 

of the dataset used. 

In the context of keyphrase labeling, research by Jorge 

Gabín et al. (2024) [22], propose a docT5keywords model to 

generate and filter key phrases using T5 architecture. This 
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model uses document title and abstract as input and generates 

key phrases through classical inference approach and 

majority voting. The proposed filtering technique also 

improves the accuracy by eliminating false positives 

significantly. 

Terakhir, penelitian oleh Mohammad Yani et al. (2023) 

[23], mengembangkan aplikasi peringkas teks bahasa 

Indonesia yang menerima masukan dalam berbagai format, 

seperti teks, file dokumen, laman web, dan gambar. Model T5 

digunakan untuk menghasilkan ringkasan yang dapat 

disimpan dalam berbagai format file. Hasil evaluasi 

menunjukkan bahwa masukan berbentuk dokumen atau teks 

menghasilkan nilai ROUGE yang lebih tinggi dibandingkan 

masukan non-teks, mencapai rata-rata 0,87. 

Berbeda dengan penelitian sebelumnya yang berfokus 

pada tugas seperti peringkasan teks dan pelabelan frasa kunci, 

penelitian ini mengadaptasi model IndoT5 untuk 

pengembangan sistem parafrase otomatis dalam bahasa 

Indonesia. Dengan demikian, penelitian ini bertujuan untuk 

mengisi kesenjangan dalam penelitian sebelumnya dengan 

menghadirkan solusi yang lebih kontekstual dan sesuai untuk 

tugas parafrase teks dalam bahasa Indonesia. 

III. RESEARCH METHODS 

A. IndoT5 (Text-to-Text Transfer Transformer) 

IndoT5, a variant of the Text-to-Text Transfer 

Transformer (T5), is designed to enhance various natural 

language processing tasks, particularly in the Indonesian 

language. This model excels in text summarization, keyphrase 

generation, and even drug-target interaction predictions, 

showcasing its versatility and effectiveness across different 

applications. IndoT5 has capabilities for text summarization 

and keyphrase generation.  

IndoT5 effectively summarizes lengthy texts, such as news 

articles and academic papers, by processing inputs in multiple 

formats (text, documents, web pages) [24]. The model has 

demonstrated high performance, achieving ROUGE scores of 

0.87 for document inputs, indicating its ability to retain 

essential information while condensing content [24], [25].  

In keyphrase generation, the IndoT5 architecture 

facilitates automatic keyphrase generation, producing relevant 

phrases that encapsulate document content based on titles and 

abstracts [26]. This model significantly outperforms 

traditional extractive methods, achieving over 100% 

improvement in some evaluations.  

IndoT5, a variant of the Text-to-Text Transfer 

Transformer (T5), is effectively utilized for paraphrasing 

tasks, demonstrating significant capabilities in generating 

semantically similar sentences. This model excels in both 

paraphrase generation and identification, leveraging its 

transformer architecture to produce fluent outputs. The 

following sections detail its applications, methodologies, and 

performance metrics. The model generates multiple 

paraphrases for a given input, enhancing clarity and variety in 

expression [27]. IndoT5 is fine-tuned on specific datasets, 

improving its performance in generating coherent and 

contextually relevant paraphrases [28]. Hybrid Models: Some 

studies combine IndoT5 with other architectures, like seq2seq 

models, to enhance its paraphrasing capabilities by capturing 

long-term dependencies [29]. Performance Metrics 

Evaluation Metrics: The effectiveness of IndoT5 is measured 

using metrics like ROUGE and BLEU, with reported scores 

indicating strong performance in generating paraphrases [27], 

[28]. 

 

B. CRISP-DM 

The Cross-Industry Standard Process for Data Mining or 

CRISP-DM, is a process model that is widely used in data 

mining and is not dependent on a particular industry [30]. In 

this study, the author used the stages in the CRISP-DM 

method. 

 
Fig. 1. CRISP-DM Methodology 

 

a. Business Understanding, understand the problem topics 

related to the development of an automatic paraphrasing 

system in Indonesian. This study aims to apply the IndoT5 

(Text-to-Text Transfer Transformer) algorithm to 

produce a system capable of automatically paraphrasing 

text, evaluating the quality of the paraphrasing results, and 

analyzing the effectiveness of the algorithm in 

understanding and reconstructing the meaning of 

sentences in Indonesian. 

b. Data Understanding, takes data sources from the 

Hugging Face platform using the id-paraphrase-detection 

dataset provided by Jakarta Research. This dataset 

contains text pairs in Indonesian marked as paraphrase or 

not. Each text pair is treated as a data unit for analysis, 

including two sentences being compared and a 

classification label (paraphrase or non-paraphrase) as a 

reference for evaluating system performance. 

c. Data Preparation, data selection needs to be done by 

setting inclusion and exclusion criteria to check the 

quality and relevance of the data. This process includes 

basic statistical exploration, such as the total number of 

sentence pairs, label distribution (paraphrase and non-

paraphrase), and examination of sentence structure 

diversity. 

https://doi.org/10.15575/kjrt.v2i2.1093
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d. Modelling, using the IndoT5 (Text-to-Text Transfer 

Transformer) model to build an automatic paraphrasing 

system based on processed data. This model is trained to 

understand text input in Indonesian and produce 

paraphrased text as output while maintaining the same 

meaning. IndoT5 works with a sequence-to-sequence 

approach to reconstruct sentences in a different form but 

still semantically consistent. 

e. Evaluation, conducted a model evaluation using BLEU, 

ROUGE, and METEOR metrics to measure the 

performance of the IndoT5 (Text-to-Text Transfer 

Transformer) algorithm to evaluate the extent to which the 

model output can maintain the meaning and quality of the 

text compared to available references. 

f. Deployment, carry out the deployment stage by 

integrating the trained IndoT5 (Text-to-Text Transfer 

Transformer) model into the application system. After the 

model is implemented, a web-based interface is also 

created to make it easier for users to access this 

paraphrasing system. This website is designed so that 

users can process text input directly through a form on the 

web page and get output in the form of text paraphrasing 

results automatically. Then the application is used to try 

to paraphrase the sermon manuscript. 

IV. RESULT AND DISCUSSION 

A. Result of Business Understanding 

Business understanding is a study of the research topic 

being conducted. In this study, the researcher focuses the 

study on the development of an automatic paraphrasing 

system for Indonesian by applying the IndoT5 (Text-to-Text 

Transfer Transformer) algorithm. The development of this 

paraphrasing system aims to provide a solution in producing 

accurate and high-quality paraphrased text, especially in 

natural language processing (NLP) for Indonesian. 

Automatic paraphrasing has an important role in various 

fields, such as education, content writing, and information 

technology. This system can help users restructure sentences 

or documents without changing the original meaning, thereby 

increasing productivity and efficiency in content creation. 

With the IndoT5 algorithm, which is specifically designed to 

understand the structure and context of Indonesian, this study 

focuses on improving the quality of language modeling so 

that the system can paraphrase more effectively. 

This research is important to answer the challenges in 

processing natural Indonesian language, which often has its 

own complexities such as synonyms, varying sentence 

structures, and diverse contexts. The results of this study are 

expected to provide a significant contribution to the 

development of NLP-based technology in Indonesia, as well 

as support the application of paraphrasing systems in various 

sectors that require automatic text processing. 

B. Result of Data Understanding 

Collecting data from various sources, checking and 

characterizing the data, and analyzing its quality are 

important tasks in this phase [30]. In this study, data was 

obtained from a dataset available on Hugging Face, namely 

id-paraphrase-detection developed by Jakarta Research. This 

dataset is used as a basis for developing and evaluating an 

automatic paraphrasing system based on the IndoT5 

algorithm. 

The id-paraphrase-detection dataset contains pairs of 

sentences in Indonesian that are classified as paraphrases or 

not. This data covers various variations of sentence structures 

and contexts of Indonesian usage, so that it can help the model 

understand the semantic relationship between sentences. Data 

collection was carried out by accessing the Hugging Face 

repository using Python and supporting libraries such as 

datasets and transformers. 

After the data has been successfully downloaded, the next 

step is to check the quality and relevance of the data. This 

process includes basic statistical exploration, such as the total 

number of sentence pairs, label distribution (paraphrase and 

non-paraphrase), and examination of sentence structure 

diversity. This analysis aims to ensure that the data has 

adequate quality and can be used effectively in the training 

and evaluation process of the IndoT5 model for automatic 

paraphrasing tasks. 

C. Proses Pengambilan Data 

This study uses the id-paraphrase-detection dataset 

obtained from Hugging Face, a platform that provides various 

datasets and natural language processing models. This dataset 

was developed by Jakarta Research and designed to support 

the task of paraphrase detection in Indonesian. 

The id-paraphrase-detection dataset consists of pairs of 

sentences in Indonesian that have been categorized into two 

labels, namely paraphrase and non-paraphrase. Each pair of 

sentences is equipped with an annotation indicating whether 

the two sentences have similar or different meanings. This 

dataset has a variety of sentence structures and contexts, so it 

greatly supports research related to the development of 

automatic paraphrasing systems. 

 

 
Fig. 2. Data Collecting 
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The dataset obtained will be used in the training, 

validation, and testing process of the IndoT5 (Text-to-Text 

Transfer Transformer) model. Before being used, this data 

will be processed through text pre-processing stages, such as 

tokenization, normalization, and data cleaning, to ensure 

optimal input quality for the model. 

Figure 2 shows the program code for downloading the id-

paraphrase-detection dataset from Hugging Face using the 

Python programming language. This process involves taking 

sentence pair data that has been labeled paraphrase and non-

paraphrase, then continued with the text pre-processing stage. 

After getting the id-paraphrase-detection dataset from 

Hugging Face, the data is saved in CSV format. The next 

stage is Text Preprocessing to prepare the data before being 

entered into the model. It can be seen in Figure 3 which is the 

result of data retrieval with a total of 4,076 data. 

 

 
Fig. 3. Example of Document Collecting Result 

D. Result of Data Preparation 

Data selection needs to be done by setting inclusion and 

exclusion criteria to check the quality and relevance of the 

data. This process includes basic statistical exploration, such 

as the total number of sentence pairs, label distribution 

(paraphrase and non-paraphrase), and examination of 

sentence structure diversity. Data cleaning steps are carried 

out with the aim of:  

• Displaying sentence pairs labeled 1, indicating that the 

second sentence is an exact paraphrase of the first 

sentence; 

• Removing the label column to focus the analysis on the 

text itself; 

• Replacing the sentence column to ensure consistent 

formatting across the data. 

After the cleaning process, weighting is carried out to 

assess the importance of each word in the sentence, as well as 

to ensure that the data is ready to be used for further 

modeling. The data preparation stage in this study was carried 

out to prepare the dataset so that it can be used in the text 

analysis process. This process consists of several steps, 

including loading the dataset, adjusting the dataset, and 

storing the filtered dataset. 

 

Step 1: Load Dataset 

The first step is to load the dataset used in the study. The 

dataset is downloaded from Google Drive via the link 

provided. This process involves checking the number of rows 

and columns, duplicate data, and empty values. 

 

1. Number of Rows and Columns  

The loaded dataset has the number of rows and columns 

displayed to ensure the data is complete and according to 

research needs. The results of checking the number of rows 

and columns can be seen in Figure 4 below. 

 

 
Fig. 4. Number of Row and Column 

 

From Figure 4, it can be seen that the dataset has 4,076 rows 

and 3 columns. This information shows that the dataset has a 

large enough amount of data to be analyzed. 

 

2. Duplication Check 

This process is done to ensure that there is no identical or 
duplicate data in the dataset. Based on the results of the check, 

a number of duplicate rows were found which are displayed 

in Table 1. In Table 1, the same rows in the sentence1 and 

sentence2 columns are identified as duplicate data. 

 
Table 1. Duplication Checking 

No Sentence1 Sentence2 Label 

2464 Werdegar juga 

mengatakan server 
Intel tidak dirugikan 

oleh pesan komputer 

dan ribuan penerima 

dapat meminta agar 

email berhenti, yang 
dihormati Hamidi. 

Dia juga mencatat 

bahwa Tenet telah 
memberikan komite 

19 volume dokumen 

tentang intelijen 

sebelum perang yang 

telah tersedia bagi 
anggota DPR. 

1 

3836 Jutaan barel lagi, yang 

dibeli oleh kilang 

Spanyol Cepsa SA, 

akan dimuat ke kapal 
tanker Spanyol, Sandra 

tapias. 

Sebuah kapal tanker 

Spanyol, Sandra 

Tabias, akan sarat 

dengan jutaan barel, 
dibeli oleh kilang 

Spanyol Cepsa SA, 

pada sore hari. 

1 

 

3. Checking Empty Values 

The dataset is also checked for empty values. If there are 

empty values, the data will be processed further in the 

cleaning stage. The results of checking for empty values can 

be seen in Figure 5. 

 
Fig. 5. Empty Value Checking 
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Based on Figure 5, it can be seen that all columns in the 

dataset, namely sentence1, sentence2, and label, have an 

empty value of 0. This indicates that the dataset is complete 

and does not require further imputation or handling of empty 

values. 

 

Stage 2: Dataset Adjustment 

Once the dataset is loaded and checked, the next step is to 

customize the dataset according to the research needs. This 

process includes: 

 

1. Counting the Number of Labels 

The dataset is divided based on labels, namely label 1 for 

paraphrase and label 0 for non-paraphrase. The results of 

calculating the number of data based on labels are shown as 

follows:  

• Number of data with label = 1: 2,753 data 

• Number of data with label = 0: 1,323 data 

 

2. Filter Dataset 

Data with label 1 is filtered for further research. This 

dataset is then modified by adding two new columns, namely 

input_text and target_text. 

• The input_text column contains the text of the first 

sentence (sentence1) with the label "paraphrase:" added. 

• The target_text column contains the text of the second 

sentence (sentence2). 

The results of the dataset filter are shown in Figure 6. 

 

 
Fig. 6. Data Filtering 

 

Based on Figure 6, the dataset has been successfully filtered 

by only including data labeled 1. The input_text column 

combines the label "paraphrase" with the values from the 

sentence1 column, while the target_text column contains the 

values from the sentence2 column. 

 

3. Dataset Storage 

The filtered dataset is then saved in CSV format with the 

file name filtered_dataset_paraphrase.csv. This dataset 

storage is done to ensure the data is ready to be used in the 

next stage. 

 

E. Modelling Result 

Data modeling involves selecting a modeling technique, 

constructing test cases, and creating a model. explaining the 

reasons for the selection. Specific parameters must be set to 

build the model [30]. In modeling with the IndoT5 (Text-to-

Text Transfer Transformer) algorithm, it involves the process 

of dataset processing, tokenization, and model training. The 

final model results along with the tokenizer are stored in a 

specific directory to facilitate the use of the model in the 

implementation of the Indonesian language automatic 

paraphrasing system. 

This stage is carried out to divide the filtered dataset into 

three main subsets, namely Train, Validation, and Test. This 

division aims to ensure that the model can be trained, 

validated, and tested separately, thereby reducing the risk of 

overfitting. The dataset division process is carried out with a 

ratio of 80:10:10 using the train_test_split function. The 

results of the amount of data for each subset can be seen in 

Figure 7. 

 

 
Fig. 7. Number of Training, Validation, and Testing Data 

 

Based on Figure 7, the dataset is divided into: 

• Train: 2,202 data, used to train the model. 

• Validation: 275 data, were used to evaluate the model's 

performance during the training process. 

• Test: 276 data, used to test the model after the training 

process is complete. 

This division ensures that each subset has non-overlapping 

data, making model evaluation more accurate. 

• Tokenization 

At this stage, the tokenization process is carried out to 

convert text into a numeric representation using the IndoT5-

base-paraphrase tokenizer model. This tokenizer is used to 

process text in the input_text and target_text columns, with 

the maximum token length parameter (max_length) adjusted 

based on the longest tokenization length in the training data. 

The tokenization process also involves truncation (truncation 

if the text length exceeds the maximum limit) and padding 

(addition of padding so that all texts have the same length). 

In addition, tokenization produces a numeric token 

representation for the label by adjusting the input in the 

input_ids column. The tokenization results can be seen in 

Figure 8. 

Based on Figure 8, the input text is successfully converted 

into a numeric token representation. The result of this 

tokenization ensures that the data is ready to be used by the 

IndoT5-base-paraphrase model for the training and validation 

process. The token representation includes: 

• Input IDs: Token representation of the input text. 
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• Labels: Token representation of the target text, used for 

the training process. 

• Attention Mask: Used to mark the active token position 

in the input sequence. 
This process is an important stage in data preprocessing to 

ensure that the data is compatible with the transformer-based 

model architecture. 

 

 
Fig. 8. Data Filtering 

 

• Fine Tuning IndoT5 Model 

This stage aims to train the IndoT5-base-paraphrase 

model using the tokenized dataset. The fine-tuning process 

involves configuring training parameters through the 

TrainingArguments class, which includes setting the output 

directory, batch size, number of epochs, learning rate, and 

mixed precision (fp16) to improve training efficiency. 

The model is trained using the Trainer API, which 

manages the training and evaluation process based on the 

training and validation datasets. Here is a summary of the 

fine-tuning process and results: 

• Model Used: IndoT5-base-paraphrase 

• Main Training Parameters: 

o Batch size for training and evaluation: 8 

o Number of epochs: 5 

o Learning rate: 3e-5 

o Evaluation strategy: Every end of epoch 

The fine-tuning process results in a model that is saved in 

the destination directory, along with the adapted tokenizer. 

The training results are shown through the training loss and 

validation loss metrics for each epoch, as shown in Table 2. 

 
Table 2. IndoT5 in Dataset Fine Tuning 

No Training Loss Validation Loss 

1 0.448100 0.855902 
2 0.414000 0.873149 

3 0.442700 0.867400 

4 0.481600 0.852144 

5 0.518400 0.842879 

 

Based on Table 2, the training loss and validation loss 

values tend to be stable after several epochs, indicating that 

the model has learned optimally from the dataset without any 

indication of overfitting. The final model has an average 

training loss of 0.4493, with a validation loss value at the last 

epoch of 0.8429. This trained model is ready to be used for 

text paraphrasing tasks, with better capabilities because it is 

adjusted to the given dataset. 

F. Evaluation 

At the evaluation stage, the evaluation results are based 

on the research objectives that have been set. Therefore, the 

results must be interpreted and further actions need to be 

determined [30]. The purpose of evaluation is to compare the 

output of the automatic paraphrasing system with the 

provided reference. Metrics such as BLEU, ROUGE, and 

METEOR can be used to assess the quality of the model in 

preserving the meaning and structure of sentences. BLEU 

measures the similarity between the model's output text and 

the reference, ROUGE evaluates the information coverage, 

and METEOR measures the semantic closeness between the 

model's text and the reference. 

After the training process is complete, the fine-tuned 

model is evaluated using a test dataset to measure its 

performance in the text paraphrasing task. The evaluation is 

done by calculating several key metrics, namely BLEU, 

ROUGE, and METEOR, which measure the similarity 

between the paraphrased text generated by the model and the 

desired target text. 

 

• Evaluation Process 

1. Text Paraphrasing 

The model processes the input text from the test 

dataset using the paraphrase function, producing 

paraphrased text that is compared to the target text 

(ground truth). 

2. Prediction and Reference Extraction 

The paraphrased text (prediction) is extracted to be 

compared to the reference (target text) from the test 

dataset. 

3. Evaluation Metric Calculation 

• BLEU, measures the degree of similarity based 

on word alignment and sequence. 

• ROUGE, assesses similarity using n-gram 

overlap calculation, including ROUGE-1, 

ROUGE-2, and ROUGE-L. 

• METEOR, combines word alignment with 

synonymy and grammatical flexibility. 

 

• Evaluation Result 

The following are the evaluation results obtained: 

 

1. Example of paraphrasing results on a dataset 

Table 3 presents examples of original text, targets, and 

paraphrase results produced by the model. 

 
Table 3. Paraphrase Result with IndoT5 Model 

Original Text Target Text Paraphrased Text 

Dia memproyeksikan 

Vanderpool akan 

Produk yang 

menampilkan 

Dia mengatakan 

bahwa Vanderpool 
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Original Text Target Text Paraphrased Text 

tersedia dalam lima 

tahun ke depan. 

Vanderpool akan 

dirilis dalam waktu 

lima tahun, katanya. 

akan tersedia dalam 

lima tahun ke depan. 

Terlepas dari 

perbedaan mereka, 
para pemimpin AS 

dan Uni Eropa 

mengatakan ada 

bidang kesepakatan. 

Terlepas dari 

perbedaan ini dan 
lainnya, para 

pemimpin AS dan 

Uni Eropa bersikeras 

mereka bekerja sama 

dengan baik. 

Terlepas dari 

perbedaan mereka, 
para pemimpin AS 

dan Uni Eropa 

mengatakan ada 

bidang kesepakatan 

di antara mereka. 
John Logsdon, 

seorang anggota 

dewan, mengatakan 

bahwa "Spaceflight 

manusia telah 
menjadi tempat di 

mana perbedaan 

pendapat tidak 

diterima. 

Faktanya, kata John 

Logsdon, seorang 

anggota dewan dan 

pakar kebijakan 

ruang angkasa 
Universitas George 

Washington, 

"Spaceflight manusia 

telah menjadi tempat 

di mana perbedaan 
pendapat tidak 

diterima. 

Spacefight manusia 

telah menjadi tempat 

di mana perbedaan 

pendapat tidak 

diterima. 

Itu berarti Demokrat 

dapat memblokir 
calon Mahkamah 

Agung melalui 

filibuster jika mereka 

bisa mendapatkan 40 

anggota mereka 
untuk menyetujui. 

Tetapi Demokrat 

dapat memblokir 
calon potensial 

melalui filibuster jika 

mereka bisa 

mendapatkan 41 

suara. 

Ini berarti bahwa 

Demokrat dapat 
memblokir calon 

Mahkamah Agung 

melalui filibuster jika 

mereka bisa 

mendapatkan 40 
anggota 

Charles Howell III 

mengambil beberapa 

pengetahuan lokal 

setahun yang lalu 
yang memberikan 

wawasan yang sangat 

dibutuhkan di babak 

pembukaan turnamen 

peringatan di Dublin, 
Ohio. 

Charles Howell III 

mengambil beberapa 

pengetahuan lokal 

setahun yang lalu 
yang memberikan 

wawasan yang sangat 

dibutuhkan di babak 

pembukaan turnamen 

peringatan hari 
Kamis. 

Charles Howell 

mengambil beberapa 

pengetahuan lokal 

setahun yang lalu, 
memberikan 

wawasan yang sangat 

dibutuhkan di babak 

pembukaan 

 

Based on Table 3 above, it can be seen that the model can 

produce paraphrased text that is close to the target text while 

maintaining the main meaning and sentence structure. 

However, in some cases, there are minor differences in word 

choice or sentence order, which are still within reasonable 

limits for the paraphrasing task. 

 

2. Evaluation Metrics  

To evaluate the performance of the paraphrasing model 

that has been generated, three main evaluation metrics are 

used, namely BLEU, ROUGE, and METEOR. Table 4 shows 

the results of the quantitative evaluation scores based on the 

test dataset used. Figure 9 visualizes the results of the 

evaluation of the paraphrasing model metrics that have been 

analyzed. 

 
Table 4. Evaluation Result 

No Metrik Evaluasi Hasil 

1 BLEU 0.28 

2 ROUGE-1 0.59 
3 ROUGE-2 0.40 

4 ROUGE-L 0.55 

5 ROUGE-Lsum 0.55 

6 METEOR 0.50 

 
Fig. 9. Visualization of Evaluation Result  

 

From the evaluation results above, it can be seen that the 

model shows good performance with quite high scores on the 

BLEU, ROUGE, and METEOR metrics. This indicates the 

model's ability to produce relevant and reference-based 

paraphrased texts, although there is room for further 

improvement in the future. 

G. Deployment Result 

In the deployment stage, the trained model is 

implemented into the system to be used directly by users. 

Therefore, the deployment process must be designed by 

considering the production environment and the research 

objectives that have been set [30]. The purpose of deployment 

is to ensure that the model can work optimally in real-world 

scenarios. This stage involves integrating the model with the 

application, creating a web-based interface for user 

interaction, testing performance in a production environment, 

and monitoring model performance to maintain consistency 

of results. In addition, post-deployment evaluation is carried 

out to ensure that the model can provide relevant, quality 

output that is in accordance with user needs. The deployment 

stage is carried out to integrate the paraphrase model into a 

system that can be used by users. The trained IndoT5 model 

is stored in a specific directory so that it can be reloaded 

without the need for retraining. The deployment process 

involves several main steps as follows: 

 

1. Loading Model and Tokenizer 

The IndoT5 model and tokenizer are loaded from a 

specified directory. The model is then moved to an available 

device, i.e. GPU if available or CPU as an alternative. 

 

2. Functions for Inference 

The generate_paraphrase function is designed to generate 

paraphrased sentences. This function uses sampling 

techniques such as top-k, top-p, and parameter settings such 

as num_beams and temperature to generate various 

paraphrase variations. Sentence input is processed by adding 

the prompt "paraphrase:" to match the model training format. 

 

3. Paraphrase Results 
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The system is able to accept sentence input from the user, 

process it, and generate four versions of the paraphrased 

sentence. An example of the output from the paraphrasing 

process can be seen in Figure 10. 

 

 
Fig. 10. Example of Paraphrase Result  

 

In Figure 10, is an example of the results of paraphrasing 

using the IndoT5 model with the following explanation: 

• In the example of the input sentence: "di lapang Stadion 

burkano akan dilaksanakan sepak bola dari klub 

manado pada siang hari (in the Buro Stadium field, a 

soccer match from the Manado club will be held in the 

afternoon.)"  

• The model produces four versions of the paraphrase 

sentences as follows: 

▪ Paraphrase 1: Di Stadion Burkano akan ada 

pertandingan sepak bola dari klub manado pada 

siang hari. 

▪ Paraphrase 2: Di stadion burkano, sepak bola dari 

klub manado akan disiarkan pada siang hari. 

▪ Paraphrase 3: Di Stadion Burkano akan ada 

pertandingan sepak bola dari klub manado pada 

hari Sabtu. 

▪ Paraphrase 4: Di Stadion Burkano akan ada 

pertandingan sepak bola dari klub manado pada 

hari Minggu. 

 

4. User Interface 

This paraphrasing system is equipped with a web-based 

user interface to increase the ease of access for end users. This 

interface is designed using a modern web framework, where 

users can: 

• Enter the sentence to be paraphrased through the input 

form. 

• Generate up to four versions of the paraphrased sentence 

instantly. 

• View the paraphrased results directly on the web page 

in an easy-to-read format. 

This interface allows users to interact with the model 

intuitively without requiring technical knowledge. Figure 6 

below shows the implementation result of the developed web 

interface.  

Figure 11 shows the user interface of the paraphrasing 

system that has been deployed in web form. Users can easily 

enter the sentence to be paraphrased into the input field, and 

the system will automatically generate several paraphrasing 

options. The paraphrasing results are displayed directly on the 

interface for easy comparison and selection of the appropriate 

option by the user. With a simple and user-friendly interface, 

the system provides an intuitive experience, making it easy 

for users to access paraphrasing technology without technical 

difficulties. This shows the readiness of the system for use in 

real-world contexts, allowing users to obtain paraphrasing 

results quickly and efficiently. This study also tested the 

model on several sermon manuscripts to be paraphrased so 

that the manuscripts are more varied. Figures 12 and 13 show 

examples of paraphrasing results of sermon manuscripts. 

 

 

 
Fig. 11. User Interface of Paraphrase Application 

 

 
Fig. 12. First Example of  Sermon Paraphrase 
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Fig. 13. Second Example of  Sermon Paraphrase 

V. CONCLUSION 

This study develops an automatic Indonesian 

paraphrasing system using the IndoT5 (Text-to-Text Transfer 

Transformer) algorithm. Evaluation is carried out by 

calculating key metrics such as BLEU, ROUGE, and 

METEOR, which measure the similarity between the 

paraphrased text generated by the model and the desired 

target text. Based on the evaluation results, the model 

achieved a BLEU value of 0.28, ROUGE-1 of 0.59, ROUGE-

2 of 0.40, ROUGE-L of 0.55, and METEOR of 0.50. These 

results indicate that the model has a fairly good ability to 

produce paraphrases that match the target text, although there 

is still room for improvement. 

For example, for the input sentence "In the Burkano 

Stadium field, soccer from the Manado club will be held 

during the day," the model successfully produced four 

versions of the paraphrased sentence with relevant and 

meaningful variations, reflecting the model's ability to 

produce diverse paraphrased texts. In addition, this system is 

equipped with a web-based user interface that makes it easy 

for users to enter sentences, generate up to four paraphrased 

versions, and view the results directly in an easy-to-read 

format. 

However, the relatively low BLEU value indicates that 

the model can still be improved in producing more accurate 

and coherent paraphrases. The relatively high ROUGE-L and 

METEOR values indicate that the model is able to maintain 

most of the meaning and structure of the original text. Based 

on these results, the IndoT5-based automatic paraphrasing 

system has shown good performance in producing 

paraphrased text, but further research is needed to improve 

the quality of the paraphrasing results, especially in terms of 

deeper semantic similarity. Additional evaluation with larger 

and more diverse datasets and the use of additional models 

can strengthen the system's performance in the future. Further 

research is recommended to use larger and more diverse 

datasets to improve the quality of the paraphrasing results. In 

addition, it is recommended to compare the performance of 

the IndoT5 algorithm with other models such as BART, T5 

Multilingual, Pegasus, and mBERT in order to evaluate the 

effectiveness of each model in developing an automatic 

paraphrasing system. In addition to Indonesian, research can 

also be expanded by supporting other languages such as 

English, Spanish, or regional languages in Indonesia to create 

a more comprehensive and globally useful multilingual 

paraphrasing system. 
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