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Abstract— Spelling errors are a common problem in text 

processing, one of which is in Indonesian. The increasing use 

of non-standard language, especially in digital text 

communication, is the background for this research. Spelling 

errors in sensitive religious content can even cause 

misunderstandings. This article examines the development of 
a model for spelling correction with a deep learning-based 

approach using Sequence-to-Sequence with a GRU-based 

encoder-decoder architecture and attention mechanism. A 

dataset containing standard and non-standard text pairs is 

used to test the model. The experimental results show that the 

proposed model produces 76.82% accuracy, but is able to 

recognize and correct spelling errors. However, this research 

is expected to contribute in the future, so that it can improve 

improvements in the Indonesian spelling correction system.     

Keywords- Religious Content, Sequence-to-Sequence, 

Slang, Spelling Detection.  

I. INTRODUCTION 

The term "language" comes from Sanskrit, namely 

"bhāṣā" which means speech or saying. As a means of 

communication, language has a very important role in various 

things. Through language, a person can convey opinions, 

thoughts, and feelings to others [1]. Therefore, good language 

skills are considered very important so that a person is able to 

interact well [2]. Because if the interaction is clear, precise, 

and does not cause double interpretations, it will be easily 

accepted and understood by others [1]. In addition, language 

can help someone in learning various things [3].  

The many islands in Indonesia have given birth to various 

regional languages. Before becoming a national language, 

people in Indonesia communicated using their respective 
regional languages. On October 28, 1928, through the Youth 

Pledge, Indonesian was established as the unifying language 

and national language [3]. The variety of words in Indonesian 

is divided into two, namely standard words and non-standard 

words. Standard words are words that are in accordance with 

the rules or guidelines of the language that have been 

determined. While non-standard words are words that are not 

found in the Big Indonesian Dictionary and do not comply 

with the rules or guidelines of the language that have been 

determined [4]. 

In communicating, a person can do it in two ways, namely 

directly face to face or indirectly with messages, either in text 

or voice. When someone communicates via text messages, 

sometimes spelling or writing errors occur. Not only in 

communicating, but in some conditions, writing errors can 

occur in documents, scientific papers, or final assignments. 

This can happen because the position of each letter is close to 

each other on the keyboard which causes someone to choose 

the wrong letter, inaccuracy, or even limited knowledge of 

Indonesian spelling and vocabulary which is influenced by 

the influence of foreign languages and informal languages, as 
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well as the procedure for writing a word in a good and correct 

sentence. Spelling or writing errors in a sentence or word will 

certainly make it difficult to understand the information. 

One of the technologies that can be a solution to this 

problem is Natural Language Processing (NLP) also known 

as natural language processing. NLP is a science that studies 

the interaction between computers and human language 

which aims to design and build software that can analyze and 

produce human language naturally [5]. One branch of science 

in NLP is spelling correction, which is the process of 

detecting and correcting writing or spelling errors in a text. In 

the process, spelling correction will search for and scan a text 

then extract the words in it, and then compare each word with 

the list of words in the main dictionary used as a reference for 

the spell checker. If the word is not in the dictionary, it will 

be determined as an incorrect word. As for correcting the 

error, the model will search for the word that is most similar 

or close to the incorrect word in the dictionary [6]. 

To build a model capable of performing the spelling 

correction process, many algorithms can be used, one of 

which is the Long Short-Term Memory (LSTM), Gated 

Recurrent Unit (GRU), and Sequence-to-sequence (seq2seq) 

algorithms. The LSTM model is a development of the 

Recurrent Neural Network (RNN) architecture designed to 

handle the vanishing gradient problem [7]. In addition, the 

LSTM algorithm is able to model data sequences such as text 

and has the ability to remember information in the long term 

[8]. The Gated Recurrent Unit (GRU) is a development of a 

simpler LSTM cell structure because it has two main gates, 

namely the update gate which functions to control the amount 

of information from previous memory that needs to be 

maintained, and the reset gate which functions to delete 

information that is not needed [9]. 

Then the sequence-to-sequence (seq2seq) model is a 

model consisting of an encoder that functions as an input 

receiver and a decoder that functions as an output producer. 

The seq2seq model is usually used for automatic translation 

systems or text generation. Unfortunately, the seq2seq model 

is unable to handle or remember information from long 

sentences. Therefore, to produce more accurate text from 

even long sentences, an attention mechanism needs to be 

added to help the model focus more on important parts of the 

input when producing output [10]. 

However, along with the many recent developments in the 

field of NLP, presenting Transformer, a transduction model 

that relies on self-attention mechanisms in processing and 

understanding the relationship between input and output. To 

complete its various tasks, Transformer applies an encoder 

and decoder-based architecture [11]. In the process, the 

encoder's task is to process news text into a representation so 

that the model can easily understand it. Then the decoder, 

when in the training stage, will receive input [12]. In addition, 

the transformer will also change one sequence to another 

using the encoder and decoder [11]. 

Accurate spelling is critical in religious content, as it 

preserves the integrity and authenticity of the message being 

conveyed. Errors or slang usage in such texts can lead to 

significant misunderstandings, misinterpretations, or even 

distortions of core teachings and values. For instance, in 

Islamic content, a slight misspelling of key terms such as 

"shalat" (prayer) or "zakat" (charity) could lead to confusion, 

especially among learners or those new to the faith [13]. 

Moreover, religious content often serves as a guiding 

principle for personal and communal life, making clarity and 

precision in language a priority. 

In the digital age, where religious teachings and messages 

are increasingly disseminated through online platforms, the 

risk of typographical and slang errors is higher. Automated 

spelling detection systems using advanced algorithms, such 

as the Sequence-to-Sequence model, offer a robust solution 

to address these challenges. By identifying and correcting 

slang or misspelled words in real time, these systems ensure 

that the sanctity and accuracy of religious texts are 

maintained [14], [15]. This is particularly crucial for fostering 

deeper understanding and engagement with the content, 

ensuring that the spiritual message resonates accurately with 

its audience. 

Therefore, this study aims to provide a solution to the 

above problems, namely by developing a model that is able 

to correct the spelling of non-standard words or Indonesian 

slang. The algorithm that will be used in building spelling 

correction is Sequence-to-Sequence with a GRU-based 

encoder-decoder architecture, which is equipped with an 

attention mechanism. It is expected that combining the 

Sequence-to-Sequence and GRU models and the attention 

mechanism can facilitate and provide significant results in 

correcting the spelling of non-standard words or Indonesian 

slang. 

II. RELATED WORKS 

Relevant research related to spelling correction using the 

Peter Norvig and N-Gram methods. This study used 55 

Indonesian language documents that will be used as the tested 

dataset. As a result, the application is able to correct 

documents in the form of text and successfully change 

incorrect words with an accuracy of 69.09%. However, this 

system has limitations in handling words with an error rate of 

more than two letters and the system still depends on the 

quality of the corpus used [16]. 

Further research related to spelling correction using the 

N-Gram and Jaro-Winkler Distance algorithms. The number 

of sentences used as test data was 180 Indonesian sentences. 

The results of this study indicate that by combining the N-

Gram and Jaro-Winkler Distance methods, the application 

can find appropriate word correction suggestions for one 

wrong word in a sentence by achieving an accuracy of 

71.348% with a success rate of 98.449% [17]. 

The next research related to spelling correction combines 

the Bigram Vector method and Minimum Edit Distance-

based Probabilities to identify spelling errors and their types. 

The dataset used comes from the results of observations in 

previous research references and a valid word list using the 

official Indonesian dictionary from the Language 

Development and Fostering Agency. The results, in detecting 

errors in the form of vowels, consonants, and diphthongs, the 

model successfully detected the wrong words with an 
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accuracy of 90.56%. However, the model still gives wrong 

results in detecting the type of vowel error because it uses 

probability calculations with a percentage of 26.41% [18]. 

Then, further research related to spelling correction that 

applies the Bidirectional Long Short-Term Memory (Bi-

LSTM) algorithm and the Multi-Head Attention (MHA) 

mechanism in detecting and correcting incorrect spelling in 

formal text documents, such as news or reports in Indonesian. 

The dataset used in this study is in the form of correct and 

incorrect sentences. The results of the study show that the Bi-

LSTM algorithm provides good performance with an 

accuracy of 92.26% [19]. 

The next research is the design of a spelling correction 

system for Arabic called AraSpell. This system offers a deep 

learning-based spelling correction method using the seq2seq 

architecture involving RNN and Transformer. This system 

utilizes artificial error injection for the automatic labeling 

mechanism, as well as the Word Error Rate (WER) and 

Character Error Rate (CER) for evaluation. As a result, this 

method shows a significant level of effectiveness in reducing 

spelling errors, making it a relevant reference in applying 

seq2seq with the attention mechanism in spelling correction 

tasks [20]. 

Further research develops a spelling correction system 

using two approaches, namely rules and deep learning. The 

deep learning approach applies an encoder-decoder network 

using LSTM, a variant of RNN such as GRU. The results 

show good performance with an accuracy of up to 87% [21]. 

In contrast to this study, our study uses GRU as a simpler and 

more computationally efficient alternative but is similar to 

LSTM in processing sequential data. With the addition of an 

attention mechanism, our proposed GRU approach is 

expected to increase the model's focus on relevant text 

sections for spelling correction tasks. 

Further research develops automatic spelling correction 

for traditional Mandarin corpus on the ASR (Automatic 

Speech Recognition) system. This study uses a seq2seq 

neural network model with an attention mechanism [22]. 

GRU was chosen in this study because it is equivalent to 

LSTM, this is the inspiration for our research. However, the 

focus of our research is Indonesian which has unique 

characteristics, such as more complex morphology and 

different syntactic structures. 

To support this, we adjust the model architecture, 

including embedding dimensions and other parameters that 

are adjusted to our dataset. Therefore, our research not only 

changes the existing approach but also extends its application 

in the Indonesian language context, providing new 

contributions to deep learning-based spelling correction. 

The next research builds a seq2seq model for spelling 

correction in Turkish. This research uses an LSTM 

architecture with an attention mechanism that allows the 

decoder to focus on certain parts of the input during the 

decoding process, this helps in overcoming problems when 

dealing with long input sequences [23]. The study has been 

shown to show good performance in correcting spelling 

errors with an accuracy increase of 2.1% compared to the 

existing Turkish spelling correction system. 

Another study related to the use of LSTM in the seq2seq 

model is a study that examines spelling correction in Turkish 

with a focus on errors made by humans [24]. The study 

showed a performance increase of 5% compared to the 

existing Turkish spelling correction system, so the results are 

proven to be good. As a new contribution, we replace LSTM 

with GRU because it is more efficient in terms of computation 

but still maintains good performance, while still 

implementing the attention mechanism with adjustments to 

the model architecture. 

III. RESEARCH METHODS 

A. Sequence-to-Sequence Algorithm 

The Sequence-to-Sequence (Seq2Seq) algorithm is a 

powerful framework widely utilized in various applications, 

particularly in natural language processing, speech synthesis, 

and predictive modeling [25]. This approach typically 

involves an encoder that processes input sequences and a 

decoder that generates output sequences, effectively capturing 

the relationships within the data. 

The Seq2Seq model consists of two main components: the 

encoder, which compresses the input sequence into a fixed-

size context vector, and the decoder, which generates the 

output sequence from this vector [26]. RNN and LSTM: 

Recurrent Neural Networks (RNNs) and Long Short-Term 

Memory (LSTM) networks are commonly used due to their 

ability to handle variable-length sequences and capture 

temporal dependencies [26].  

Seq2Seq models enhance chatbot interactions by 

predicting future dialogue states, and improving coherence 

and engagement through reinforcement learning techniques 

[27]. In voice conversion, Seq2Seq algorithms can maintain 

prosodic features while converting speech, utilizing 

adversarial learning for better output quality [28]. In 

remaining useful life (RUL) predictions, Seq2Seq frameworks 

can process entire time series data, improving prediction 

accuracy and efficiency [29]. While Seq2Seq models have 

shown significant promise, challenges remain, such as the 

need for large datasets and the complexity of aligning input-

output sequences. These issues highlight the ongoing need for 

advancements in model efficiency and data handling 

techniques.  

 

B. CRISP-DM 

In this study, the CRISP-DM data mining methodology is 

applied as a general approach in solving problems. The 

CRISP-DM methodology consists of six stages, namely 

Business Understanding, Data Understanding, Data 

Preparation, Modeling, Evaluation, and Deployment [30]. 

Figure 1 provides six stages of the CRISP-DM process. 
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Fig. 1. CRISP-DM Methodology 

 

a. Business Understanding, the application of data mining in 

this study is related to the process of correcting non-

standard or slang language in Indonesian language texts. 

Data obtained through the data crawling process in 

application X. The purpose of this study is to identify and 

correct non-standard or slang language errors that often 

occur and develop effective methods to overcome them. 

b. Data Understanding, at this stage, an understanding of the 

data that has been collected from the crawling results on 

the X application is carried out. The data collected is in 

the form of tweets with non-standard or slang words as 

many as 520 data. In addition, there is additional data in 

the form of a dictionary containing pairs of slang words 

and standard words that are made manually as a reference 

for the correction process. 

c. Data Preparation, in this stage, namely data preparation. 

This process includes data cleaning, such as removing 

irrelevant elements, removing symbols, numbers, and 

inappropriate text. In addition, the process of checking 

and removing duplicate sentences from the crawled data 

is carried out. Finally, data transformation is carried out, 

such as the tokenization process. 

d. Modelling, at this stage, the model is built using the 

sequence-to-sequence method with the GRU architecture 

with the addition of an attention mechanism to handle the 

problem of spelling correction in Indonesian texts. This 

process involves training the model using previously 

prepared data. 

e. Evaluation, the evaluation stage is carried out to assess 

the performance of the model that has been built. This 

process includes accuracy testing to measure how well the 

model is in correcting sentences containing non-standard 

or slang words. 

f. Deployment, this study only focuses on model building 

without covering implementation or deployment. 

Therefore, this study produces a model that has been built 

along with an analysis of model performance using 

sequence-to-sequence with additional GRU and attention 

mechanisms. 

IV. RESULT AND DISCUSSION 

The focus of this research is to build a model that is able 

to correct the spelling of non-standard words or slang in 

Indonesian. The dataset used was obtained through crawling 

techniques from the X application or Twitter, with a total of 

535 tweets or data about religious content. After that, the data 

preprocessing stage was carried out with processes such as 

changing the text to lowercase, removing URL links, 

removing punctuation except for spaces, separating words 

connected with hyphens to make them easier to analyze, 

removing numbers because they will not be used during the 

analysis process, normalizing the text by reducing excessive 

repetition of letters in words, removing emoticons, and 

tokenizing (Figure 2). 

 

 

 
Fig. 2. Data Pre-processing Result 

 

After the data preprocessing stage is complete, the next 

stage is to normalize the text by replacing non-standard or 

slang words with standard words using a dictionary that has 

been created by yourself in CSV file format containing pairs 

of standard words and non-standard or slang words in 

Indonesian totaling 527 data (example available in Figure 3). 

 

 
Fig. 3. Slang Dictionary 

 

In the process, non-standard words or slang will be 

detected and then replaced with standard words. The results 

of the normalization in Figure 4 will be stored in a new 

column so that the difference before and after text 

normalization is visible. In order to see a clearer comparison, 

the text normalization results are stored in a new column 

called target_text, while the text before normalization is 

stored in the input_text column. 

 

Fig. 4. Text Normalization Result 

 

Next, when the text normalization process is complete, 

the next step is to build a model. The first step is to find 

unique characters in the input_text and target_text columns 
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so that the data is easy to process. Then, the collected 

characters are counted and then sorted in the form of a list 

and stored in input_characters and target_characters. To 

determine the size of the data to be processed, it is necessary 

to record the maximum length of the input and output text, 

which is then stored in max_encoder_seq_length and 

max_decoder_seq_length. The next step is to map characters 

to indexes. Then do one hot encoding, which is to convert 

text into a number or binary vector containing the numbers 

0 and 1. Figure 5 provides the numerical form of text data. 

 

Fig. 5. Representation of Text Data in Numerical Form 

The second step is to build a sequence-to-sequence model 

with a GRU layer and additional attention mechanisms. The 

first stage sets hyperparameters containing latent_dim with a 

dimension value of 128, dropout_rate with a value of 0.3, and 

learning_rate of 0.001. Then prepare and organize the 

encoder and decoder sections as the core part of the model in 

processing data by combining GRU. Then add an attention 

mechanism feature to improve the decoder's capabilities. 

Furthermore, combine the decoder results with attention 

which will then be processed through a dense layer. In this 

process, the model uses the Adam optimizer and categorical 

cross-entropy. Figure 6 presents the architecture of 

Sequence-to-sequence model. 

 
Fig. 6. Model Architecture 

 

The final step is to train the model by setting the batch size 

to 16, epochs to 50, and validation split to 20%. As a result, 

the model achieved an accuracy of 0.7516, with a loss of 

0.8476, a val_accuracy of 0.7129, and a val_loss of 0.9526. 

 

Fig. 7. Training Result 

In this study, the model built using sequence-to-sequence 

with additional GRU and attention mechanism showed 

consistent accuracy results during the training process, with a 

large accuracy of 0.7276 at epoch 50. In addition to accuracy, 

the loss decrease also gradually showed a decrease from 

0.9128 to 0.6480. The model evaluation results gave a loss 

value of 0.7682, which shows that the model is able to 

maintain good performance on the training data. 

The use of the attention mechanism in the sequence-to-

sequence method helps the model to focus more on relevant 

information during data processing, thus increasing the 

model’s performance. In addition, the use of GRU itself also 

helps the model to be more efficient in capturing 

relationships between data. While testing the model that has 

been built previously, it gives good results. As in the 

following picture. 

The test results above show that the model successfully 

corrects non-standard or slang words in the inputted 

sentences. Thus, the results of the study show good results 

with the sequence-to-sequence model with a combination of 

GRU and attention mechanisms in the task of correcting 

non-standard or slang words in application X. 

V. CONCLUSION 

In this study, it can be concluded that the spelling 

correction model by implementing the sequence-to-sequence 

algorithm by combining GRU and attention mechanisms is 

able to detect slang or non-standard words and change them 

into standard Indonesian words. The model provides good 

performance with an accuracy of 76.82% with a number of 

epochs of 50. This research is particularly significant for 

applications in religious content, where spelling accuracy is 

crucial to maintaining the integrity and clarity of spiritual 

messages. By ensuring that non-standard or slang words are 

corrected, this model can support the dissemination of 

religious texts and sermons in a more precise and 

comprehensible manner, reducing the risk of 

misinterpretation. The suggestions for future research are to 

add more and varied datasets and to test the model with more 

complex data. 
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